
See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/327188746

Application of multivariate recursive nesting bias correction, multiscale

wavelet entropy and AI-based models to improve future precipitation

projection in upstream of the Heihe Ri...

Article  in  Theoretical and Applied Climatology · August 2018

DOI: 10.1007/s00704-018-2598-y

CITATIONS

0
READS

73

7 authors, including:

Some of the authors of this publication are also working on these related projects:

Black carbon in the environment View project

Political economy of climate change adaptation and disaster View project

Linshan Yang

Northwest Institute of Eco-Environment and Resources, Chinese Academy of Scie…

19 PUBLICATIONS   75 CITATIONS   

SEE PROFILE

Zhenliang Yin

Chinese Academy of Sciences

28 PUBLICATIONS   187 CITATIONS   

SEE PROFILE

Xiaohu Wen

Chinese Academy of Sciences

41 PUBLICATIONS   716 CITATIONS   

SEE PROFILE

All content following this page was uploaded by Linshan Yang on 06 September 2018.

The user has requested enhancement of the downloaded file.

https://www.researchgate.net/publication/327188746_Application_of_multivariate_recursive_nesting_bias_correction_multiscale_wavelet_entropy_and_AI-based_models_to_improve_future_precipitation_projection_in_upstream_of_the_Heihe_River_Northwest_China?enrichId=rgreq-6405059c067c6cb576d065ff898893bb-XXX&enrichSource=Y292ZXJQYWdlOzMyNzE4ODc0NjtBUzo2Njc3NjMwMjI0OTU3NDdAMTUzNjIxODUxOTQ5MQ%3D%3D&el=1_x_2&_esc=publicationCoverPdf
https://www.researchgate.net/publication/327188746_Application_of_multivariate_recursive_nesting_bias_correction_multiscale_wavelet_entropy_and_AI-based_models_to_improve_future_precipitation_projection_in_upstream_of_the_Heihe_River_Northwest_China?enrichId=rgreq-6405059c067c6cb576d065ff898893bb-XXX&enrichSource=Y292ZXJQYWdlOzMyNzE4ODc0NjtBUzo2Njc3NjMwMjI0OTU3NDdAMTUzNjIxODUxOTQ5MQ%3D%3D&el=1_x_3&_esc=publicationCoverPdf
https://www.researchgate.net/project/Black-carbon-in-the-environment?enrichId=rgreq-6405059c067c6cb576d065ff898893bb-XXX&enrichSource=Y292ZXJQYWdlOzMyNzE4ODc0NjtBUzo2Njc3NjMwMjI0OTU3NDdAMTUzNjIxODUxOTQ5MQ%3D%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/project/Political-economy-of-climate-change-adaptation-and-disaster?enrichId=rgreq-6405059c067c6cb576d065ff898893bb-XXX&enrichSource=Y292ZXJQYWdlOzMyNzE4ODc0NjtBUzo2Njc3NjMwMjI0OTU3NDdAMTUzNjIxODUxOTQ5MQ%3D%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/?enrichId=rgreq-6405059c067c6cb576d065ff898893bb-XXX&enrichSource=Y292ZXJQYWdlOzMyNzE4ODc0NjtBUzo2Njc3NjMwMjI0OTU3NDdAMTUzNjIxODUxOTQ5MQ%3D%3D&el=1_x_1&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Linshan_Yang?enrichId=rgreq-6405059c067c6cb576d065ff898893bb-XXX&enrichSource=Y292ZXJQYWdlOzMyNzE4ODc0NjtBUzo2Njc3NjMwMjI0OTU3NDdAMTUzNjIxODUxOTQ5MQ%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Linshan_Yang?enrichId=rgreq-6405059c067c6cb576d065ff898893bb-XXX&enrichSource=Y292ZXJQYWdlOzMyNzE4ODc0NjtBUzo2Njc3NjMwMjI0OTU3NDdAMTUzNjIxODUxOTQ5MQ%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Linshan_Yang?enrichId=rgreq-6405059c067c6cb576d065ff898893bb-XXX&enrichSource=Y292ZXJQYWdlOzMyNzE4ODc0NjtBUzo2Njc3NjMwMjI0OTU3NDdAMTUzNjIxODUxOTQ5MQ%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Zhenliang_Yin?enrichId=rgreq-6405059c067c6cb576d065ff898893bb-XXX&enrichSource=Y292ZXJQYWdlOzMyNzE4ODc0NjtBUzo2Njc3NjMwMjI0OTU3NDdAMTUzNjIxODUxOTQ5MQ%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Zhenliang_Yin?enrichId=rgreq-6405059c067c6cb576d065ff898893bb-XXX&enrichSource=Y292ZXJQYWdlOzMyNzE4ODc0NjtBUzo2Njc3NjMwMjI0OTU3NDdAMTUzNjIxODUxOTQ5MQ%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Chinese_Academy_of_Sciences?enrichId=rgreq-6405059c067c6cb576d065ff898893bb-XXX&enrichSource=Y292ZXJQYWdlOzMyNzE4ODc0NjtBUzo2Njc3NjMwMjI0OTU3NDdAMTUzNjIxODUxOTQ5MQ%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Zhenliang_Yin?enrichId=rgreq-6405059c067c6cb576d065ff898893bb-XXX&enrichSource=Y292ZXJQYWdlOzMyNzE4ODc0NjtBUzo2Njc3NjMwMjI0OTU3NDdAMTUzNjIxODUxOTQ5MQ%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Xiaohu_Wen?enrichId=rgreq-6405059c067c6cb576d065ff898893bb-XXX&enrichSource=Y292ZXJQYWdlOzMyNzE4ODc0NjtBUzo2Njc3NjMwMjI0OTU3NDdAMTUzNjIxODUxOTQ5MQ%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Xiaohu_Wen?enrichId=rgreq-6405059c067c6cb576d065ff898893bb-XXX&enrichSource=Y292ZXJQYWdlOzMyNzE4ODc0NjtBUzo2Njc3NjMwMjI0OTU3NDdAMTUzNjIxODUxOTQ5MQ%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Chinese_Academy_of_Sciences?enrichId=rgreq-6405059c067c6cb576d065ff898893bb-XXX&enrichSource=Y292ZXJQYWdlOzMyNzE4ODc0NjtBUzo2Njc3NjMwMjI0OTU3NDdAMTUzNjIxODUxOTQ5MQ%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Xiaohu_Wen?enrichId=rgreq-6405059c067c6cb576d065ff898893bb-XXX&enrichSource=Y292ZXJQYWdlOzMyNzE4ODc0NjtBUzo2Njc3NjMwMjI0OTU3NDdAMTUzNjIxODUxOTQ5MQ%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Linshan_Yang?enrichId=rgreq-6405059c067c6cb576d065ff898893bb-XXX&enrichSource=Y292ZXJQYWdlOzMyNzE4ODc0NjtBUzo2Njc3NjMwMjI0OTU3NDdAMTUzNjIxODUxOTQ5MQ%3D%3D&el=1_x_10&_esc=publicationCoverPdf


ORIGINAL PAPER

Application of multivariate recursive nesting bias correction, multiscale
wavelet entropy and AI-based models to improve future precipitation
projection in upstream of the Heihe River, Northwest China

Linshan Yang1,2
& Qi Feng1

& Zhenliang Yin1
& Xiaohu Wen1

& Ravinesh C. Deo1,3
& Jianhua Si1 & Changbin Li4

Received: 21 March 2018 /Accepted: 12 August 2018
# Springer-Verlag GmbH Austria, part of Springer Nature 2018

Abstract
Accurate projection of future precipitation is a major challenge due to the uncertainties arising from the atmospheric predictors
and the inherent biases that exist in the global circulation models. In this study, we employed multivariate recursive nesting bias
correction (MRNBC) and multiscale wavelet entropy (MWE) to reduce the bias and improve the projection of future (i.e., 2006–
2100) precipitation with artificial intelligence (AI)-based data-driven models. Application of the developed method and the
subsequent analyses are performed based on representative concentration pathway (RCP) scenarios: RCP4.5 and RCP8.5 of
eight Coupled Model Intercomparison Project Phase-5 (CMIP5) Earth system models for the upstream of the Heihe River. The
results confirmed the MRNBC andMWEwere important statistical approaches prudent in simulation performance improvement
and projection uncertainty reduction. The AI-basedmethodswere superior to linear regressionmethod in precipitation projection.
The selected CMIP5 outputs showed agreement in the projection of future precipitation under two scenarios. The future
precipitation under RCP8.5 exhibited a significantly increasing trend in relative to RCP4.5. In the future, the precipitation will
experience an increase by 15–19% from 2020 to 2050 and by 21–33% from 2060 to 2090.

1 Introduction

Global circulation models (GCMs) that consider the behavior
of the Earth’s interaction of atmosphere, ocean, and land sur-
face in three dimensions (Sillmann et al. 2013), providing plau-
sible future simulations of weather variables at global scales,
are the most adapted tools for a range of climate change studies
at regional scale (Knutti et al. 2010). However, GCMs cannot
directly provide sufficient information for local-scale applica-
tions like water resources planning and future climate impact

assessments and are unable to capture the significant features of
climatic variability in sub-grids of GCMs (Salvi et al. 2013).
Because GCMs provide smoothly varying output at coarse
scale, which are tens of thousands of square kilometers in size,
and, hence, do not represent the true picture of regional climate
conditions, the sub-grid spatial heterogeneity is missing.

Downscaling techniques are applied using various methods
associated to a GCM output with a primary purpose to generate
climatic projections that match the resolution of the local-scale
catchment (Gudmundsson et al. 2012), and aim for (1) provi-
sion of systematic spatial variations, such as the variation of
climatological temperature with elevation, or of climatological
precipitation from the windward side to the rain shadow of a
mountain and (2) provision of day-to-day variations in space
such as the occurrence of localized rainfall events or tempera-
ture inversions between valleys and nearby mountain. Most
commonly, downscaling techniques include dynamical and sta-
tistical methods. Dynamical downscaling requires expensive
and sophisticated computations nested within regional-scale
predictive models (Kouhestani et al. 2016). Furthermore, the
downscaling results rely very much on the initial and boundary
conditions of the GCM output, and the systematic error en-
countered has been relatively obvious (Misra et al. 2003). By
contrast, statistical downscaling methods aim to construct a

* Qi Feng
qifeng@lzb.ac.cn

1 Key Laboratory of Ecohydrology of Inland River Basin, Northwest
Institute of Eco-Environment and Resources, Chinese Academy of
Sciences, Lanzhou 730000, Gansu, China

2 University of Chinese Academy of Sciences, Beijing 100049, China
3 School of Agricultural, Computational and Environmental Sciences,

Institute of Agriculture and Environment, University of Southern
Queensland, Springfield, QLD 4300, Australia

4 College of Earth Environmental Sciences, Lanzhou University,
Lanzhou 730000, Gansu, China

Theoretical and Applied Climatology
https://doi.org/10.1007/s00704-018-2598-y

http://crossmark.crossref.org/dialog/?doi=10.1007/s00704-018-2598-y&domain=pdf
http://orcid.org/0000-0002-6862-4106
mailto:qifeng@lzb.ac.cn


statistical relationship between large-scale GCM outputs and
local weather variables without being computationally de-
manding, and being easily adaptable to local scales especially
if sufficient historical observation data are available (Dabanlı
and Şen 2017). Consequently, statistical downscaling methods,
such as stochastic weather generators which are based on the
probability density functions of data (Mehrotra et al. 2013;
Wilks 1998), weather typing approaches which are based on
the airflow direction/vorticity or a cluster analysis (Huth et al.
2008; Santos et al. 2016), and transfer function approaches
which are based on establishing empirical relationship trying
to translate directly GCM climatic variables into local scales
using linear or nonlinear regression (Asong et al. 2016; Sarhadi
et al. 2017), are commonly applied in a number of hydrological
and atmospheric studies (e.g., Hassan and Harun 2012;
Mehrotra et al. 2013; Wilby and Dawson 2013).

However, the bias between the GCM outputs and the ob-
servation (commonly using reanalysis data from the National
Centers for Environmental Prediction/National Center for
Atmospheric Research (NCEP/NCAR)) can significantly af-
fect the downscaling accuracy and lead to poor predictability
in practical applications (Maraun 2016). In addition, the un-
certainties from different GCMs can also dramatically influ-
ence the projection results. To resolve this issue, post-
processing of GCM outputs is normally a prerequisite step
for improving the quality of GCM simulations. Mehrotra
and Sharma (2015) proposed a multivariate recursive nesting
bias correction (MRNBC) method by processing across dif-
ferent levels of temporal aggregation to impart the observed
distributional and persistence properties at multiple time-
scales. The MRNBC can fulfill the first aim of downscaling
for present climate conditions simply by calibration to high
resolution with effective improvements in the simulations,
resulting in the downscaled local-scale climatic data.
However, for the mountainous region where the sub-grid of
GCMs is usually not smooth, only using bias correlation
methods cannot meet the satisfied downscaling results. In oth-
er words, the second aim of downscaling can be fulfilled,
depending strongly on the variable and region of interest.
Thus, there is a need to establish the relation between bias-
corrected variables and observed regional variables (e.g., pre-
cipitation here). Compared to traditional linear regression
method, artificial intelligence-based data-driven models
(e.g., support vector regression (SVR), extreme learning ma-
chine (ELM)) become more popular in predictive modeling,
owing to their ability to capture nonlinear relationships be-
tween predictors and predictand (Sarhadi et al. 2017). Neural
networks (NNs) and support vector machines (SVMs) consid-
er different learning techniques in computational intelligence
community (Huang 2015). Two key reasons behind may be as
follows: (1) the slow gradient-based learning algorithms are
extensively used to train neural networks, and (2) all the pa-
rameters of the networks are tuned iteratively by using such

learning algorithms. NNs and SVMs play key roles in ma-
chine learning and data analysis (Huang 2015). SVM presents
advancement over conventional artificial neural network
models (Duhan and Pandey 2015), whereas the ELM model
is a fast and efficient neuro-computational approach offering
an improvement in its design and universal approximation
capability (Yin et al. 2017).

How to identify the crucial information on large-scale pre-
dictors that are related to the predictand variables is the major
issue that is deeply affecting the modeling results. The recent
work of Sehgal et al. (2018) proposed the multiscale wavelet
entropy (MWE), applying Morlet continuous wavelet trans-
form to obtain the temporal multiscale variability of atmospher-
ic variables in the form of wavelet coefficients in order to mea-
sure the entropy for the respective climatic scales. It can also be
integrated with the k-means clustering approach to enable the
modeler in identifying the spectral organization of this
multiscale variability in terms of the MWE (Sarhadi et al.
2017). This method can potentially consider the information
about the physical structure of the predictor dataset and capture
the behavior of the variables and related information generated
about the uncertainties at a given scale (Sehgal et al. 2018).

Thus, in this study, we adopted the combination of MRNBC
and MWE methods to improve the projection performance and
reduce the uncertainty from different GCMs and comparedmul-
tiple linear regression (MLR), SVR, and ELM in terms of im-
proving the accuracy of the downscaling process. The primary
aims of this paper are (1) to propose and develop a new statis-
tical downscaling framework for the simulation of local-scale
precipitation including the bias correction, the dimensional re-
duction, and the subsequent modeling and validation processes;
(2) to improve the performance of the projection with a post-
processing combination of MRNBC and MWE and AI-based
modeling by employing an ensemble of GCM outputs; and (3)
to apply consequently to detect the projected local-scale precip-
itation in the upstream of the Heihe River, Northwest China.

2 Materials and method

2.1 Study area

The upstream of the Heihe River, lying between 99°~101° E
and 38°~39° N with a total surface area of 10,009 km2, was
selected as the primary domain for the present research, which
is located in the north of Middle Qilian Mountain with great
elevation variation from 5120 to 1674 m (Fig. 1). The climate
is characterized by cold andmoist conditions with large spatial
and temporal heterogeneity. The average annual precipitation
is more than 400 mm, and it increases by 15.5–16.4 mm for
every 100 m increase in elevation (Yang et al. 2017a). The
annual total runoff is 16.05 × 108 m3 with a significant inter-
annual variability (Yang et al. 2017b). It is the main region for
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runoff generation in the entire Heihe River basin. About 90%
of the water resources in the middle and lower reaches are
therefore recharged by surface runoff from the headwater
(Yin et al. 2017). The consistently evolving rapid expansion
of the city and the population has led to severe environmental
pressure, such as mismanagement and shortage of surface
water resource, and this has attracted great attention in China
(Feng et al. 2015). Therefore, the present study aims to inves-
tigate the impacts of future climate change on precipitation
variability and the trends that are likely to impact the avail-
ability of surface water resources in this important socioeco-
nomic region.

2.2 Datasets

To yield an extensive evaluation and applicability of the
downscaling techniques, a set of eight projections of the at-
mospheric climate variables generated from the newest ver-
sion of the Coupled Model Intercomparison Project Phase-5
(CMIP5) multimodel ensemble of the Fifth Assessment
Report (AR5) of IPCC are adopted in this study. The basic
information of the prescribedmodels is provided in Table 1. In
order to train the model and validate the resulting simulations,

the topographically corrected and regionally averaged month-
ly observation precipitation data ranging from 1960 to 2005
has also been employed.

In this study, the NCEP/NCAR reanalysis data are used to
act as a proxy of the observed large-scale atmospheric predic-
tors used in correcting systematic biases in the different GCMs
and for developing the empirical model, which forms a basis
for projecting the hydroclimatic predictand of particular inter-
est (i.e., precipitation here). Therefore, a careful selection of
the atmospheric predictors from the reanalysis data is extreme-
ly important, as they should be able to not only represent the
climate change signals and demonstrate a significant associa-
tion with the predictand but also must be realistically simulat-
ed by GCMs for future different climate change scenarios
(Eghdamirad et al. 2017). In accordance with this notion, the
primary atmospheric predictors identified in this study are
shown in Table 2.

The future climate change simulations are thus employed
for a period in the twenty-first century through different radi-
ative forcing scenarios. It is important to note that the most
recent climate change scenarios, known as the Brepresentative
concentration pathways^ (RCPs), are designed to provide a
consistent combination of the future population growth and

Fig. 1 a Location of the Heihe River in China. b Location and c
distribution of the upper stream of the Heihe River. d GCM points and
grids of ACCESS1.0, ACCESS1.3, HadGEM2-CC, and HadGEM2-ES.

e GCM points and grids of BCC-CSM1.1(m) and MRI-CGCM3. f GCM
points and grids of CNRM-CM5 and MIROC5

Application of multivariate recursive nesting bias correction, multiscale wavelet entropy and AI-based...



social and economic developments with the specified radia-
tive forcing pathways (Taylor et al. 2012). Two radiative forc-
ing scenarios considered in the present study are the RCP4.5,
in which the radiative forcing is estimated to increase to about

4.5 W/m2 by year 2100 and decline afterwards, and the
RCP8.5 with a radiative forcing of 8.5 W/m2 by year 2100.

2.3 Methodology

2.3.1 MRNBC for bias correction

MRNBC approach is applied to correct two types of time
series (nonseasonal and seasonal) based on multivariate
autoregressive modeling. The general idea is that for all
timescales of interest, the GCM simulations are nested into
the observed monthly, seasonal, and annual time series
which are chosen from the NCEP/NCAR atmospheric re-
analysis data. Before applying the nesting, both time series
are standardized to have a mean of zero and a standard de-
viation of 1.

Giving a vector m predictor variables with i time steps Z
(m × t matrix) at a local site, the lag-one autocorrelations and
the lag-one and lag-zero cross correlations in the GCM simu-
lations can be corrected to match the observed correlations in
time and space (Sarhadi et al. 2016). Note that Zh denotes the
observations and Zg denotes the GCM variables. The data are

first standardized to construct a periodic time series Ẑ
g
i which

need to bemodified to match the observation Ẑ
h
i . The standard

multivariate autoregressive order 1 (MAR1) model for both
the observed and the GCM data is expressed as follows (Salas
et al. 1985):

Ẑ
h

i ¼ CẐ
h

i−1 þ Dεi ð1Þ

Ẑ
g

i ¼ EẐ
g

i−1 þ Fεi ð2Þ

In Eqs. (1) and (2), C and D are the lag-zero and lag-one

cross correlation coefficient matrices for the observation Ẑ
h
i . E

and F are calculated by the same way for the standardized

Table 1 Coupled Model Inter-comparison Project Phase-5 (CMIP5) model attributes selected in this study

Number Model Modeling center Spatial resolution Data length

Historical RCP4.5 RCP8.5

1 ACCESS1-0 CSIRO-BOM (Australia) 1.875° × 1.25° 1948–2005 2006–2100 2006–2100

2 ACCESS1-3 CSIRO-BOM (Australia) 1.875° × 1.25° 1948–2005 2006–2100 2006–2100

3 BCC-CSMM BCC (China) 1.125° × 1.125° 1948–2005 2006–2100 2006–2100

4 CNRM-CM5 CNRM-CERFACS (France) 1.400° × 1.400° 1948–2005 2006–2100 2006–2100

5 HadGEM2-CC MOHC (UK) 1.875° × 1.25° 1948–2005 2006–2100 2006–2100

6 HadGEM2-ES MOHC (UK) 1.875° × 1.25° 1948–2005 2006–2100 2006–2100

7 MIROC5 MIROC (Japan) 1.400° × 1.400° 1948–2005 2006–2100 2006–2100

8 MRI-CGCM3 MRI (Japan) 1.125° × 1.125° 1948–2005 2006–2100 2006–2100

Table 2 Atmospheric predictors selected from the GCMs with variable
descriptions

No. Variable Description

1 Pr Precipitation

2 Tas Near-surface air temperature

3 Tasmax Daily maximum near-surface air temperature

4 Tasmin Daily minimum near-surface air temperature

5 Psl Sea-level pressure

6 Rhs Near-surface relative humidity

7 Uas Eastward near-surface wind

8 Vas Northward near-surface wind

9 Va_7P Northward wind at 700 hPa height

10 Va_5P Northward wind at 500 hPa height

11 Ua_7P Eastward wind at 700 hPa height

12 Ua_5P Eastward wind at 500 hPa height

13 Hus_7P Specific humidity at 700 hPa height

14 Hus_5P Specific humidity at 500 hPa height

15 Zg_7P Geopotential height at 700 hPa

16 Zg_5P Geopotential height at 500 hPa

17 Rlds Surface downwelling longwave radiation

18 Rlus Surface upwelling longwave radiation

19 Rsds Surface downwelling shortwave radiation

20 Rsus Surface upwelling shortwave radiation

21 Hfls Surface upward latent heat flux

22 Hfss Surface upward sensible heat flux

23 Hur_7P Relative humidity at 700 hPa height

24 Hur_5P Relative humidity at 500 hPa height

25 Rhum Near-surface relative humidity

26 Shum Near-surface specific humidity

L. Yang et al.



GCM outputs, and εi is a vector of mutually independent
random variation having zero mean and the identity covari-
ance matrix. Rearrange the terms of the above equations (i.e.,

Eqs. (1) and (2)) and modify Ẑ
g
i along with the lag-zero and

lag-one correlation matrices (i.e.,C andD) to Z
0g
i that have the

desired dependence properties (Salas et al. 1985)

Z
0
i
g ¼ CZ

0g
i−1 þ DF−1Ẑ

g

i −DF−1EẐ
g

i−1 ð3Þ

For the correction of periodic parameters, let vectors Zh
t;i

and Zg
t;i represent the observed and the GCM outputs, respec-

tively, with m variables for the particular month i and year t.
The standardized periodic time series with a mean of zero and

a unit variance is denoted as Ẑt;i. Following Eq. (3), the series

Z
0g
t;i which maintains the observed lag-one serial and the cross

dependence can be formulated as follows (Salas et al. 1985):

Z
0
t;i
g ¼ CiZ

0
t;i−1
g þ DiFi

−1Ẑt;i
g −DiFi

−1Ei Ẑt;i−1
g

ð4Þ

In Eq. (4), Z
0g
t;i−1 is the corrected time series from the pre-

vious mouth in year t. After the correction, the resulting time
series Z′g is rescaled by the observed mean and the standard

deviation to yield the final corrected time series Z
g
. Further

details of this approach can be found in the studies of
Mehrotra and Sharma (2015) and Sarhadi et al. (2016).

Following the corrections to the monthly data, the time

series Z
g
is aggregated to generate the seasonal series and

the periodic corrections described above are then applied,
now indexed over the four seasons rather than the 12months

to yield S
g
where S refers to the seasonal matrix of simula-

tions (i.e., p × n/4 in size). This time series is then aggregated
to the annual time series, and the correlations, standard devi-

ations, andmean data are corrected to formA
g
(whereA is the

matrix of yearly data, p × n/12). Subsequently, each time,
aggregation corrections can be applied to the daily time se-
ries to create a simple correction step as follows (Srikanthan
and Pegram 2009):

Zi; j;s;t
g ¼ Y j;s;t

g

Y g
j;s;t

 !
� Ss;t

g

Sgs;t

 !
� At

g

Ag
t

 !
� Zg

i; j;s;t ð5Þ

In Eq. (5), Y
g
j;s;i, S

g
s;i, and A

g
i respectively denote the month-

ly, seasonally, and annually corrected values, and Yg
j;s;i, S

g
s;i,

and Ag
i respectively denote the aggregated monthly, seasonal,

and annual values. The subscript i stands for day, j for month, s
for season, and t for year.

A three-step correction procedure is used to correct biases
firstly in the mean, then the standard deviation, and it finally
applied the correlations. This ensures that the future climate
change signal is not affected by the bias correction procedure
that has been applied (Mehrotra and Sharma 2015).

2.3.2 k-means clustering-based principal component analysis

Due to the approximation of the statistical properties of the
neighbor grid cells inducing some degree of redundancy and
collinearity among predicted variables, the modeling proce-
dure can give rise to inadequate results in terms of the perfor-
mance accuracy. Therefore, we apply the k-means clustering-
based principal component analysis (PCA) to preserve the
information across different variables. This approach is also
important to reduce the dimension of the predictors and fur-
ther improve the prediction accuracy in the statistical down-
scaling process.

k-means clustering is an unsupervised learning algorithm
of vector quantization, originating from a signal processing
area as a popular tool for cluster analysis applied in data min-
ing (Sehgal et al. 2018). It aims to partition n observations into
k clusters in which each observation belongs to the cluster
with the nearest mean, serving as a prototype of the cluster
(Sarhadi et al. 2017). The basic idea of the k-means clustering
is that, given an initial but not optimal clustering (k centroids),
the approach relocates each point to its new nearest center and
updates the clustering centers by calculating the mean of the
member points and then repeating the relocating-and-updating
process until converge criteria (such as the predefined number
of iterations and the difference on the value of the distortion
function) are satisfied (Macqueen 1967).

Given a set of observations (x1, x2 … xn), where each ob-
servation is a d-dimensional real vector, the Ck represents the
mean centroid of cluster k, which is defined as (Sehgal et al.
2018)

Ck ¼ 1

Nk
∑
n¼1

Nk

X n ð6Þ

In Eq. (6), Nk denotes the number of feature vectors in
cluster k. For each cluster, the PCA is applied to assign a set
of candidate input variables and extract the principal compo-
nents (PCs) which are orthogonal and, therefore, preserve
most of the variance originally present in the variables
(Kouhestani et al. 2016). Thus, in the dimensionality reduc-
tion procedure, the large-scale atmospheric predictors are
imported into the k-PCA algorithms to generate a sequence
of cluster-wise principal components which have maximal
dependency with the target variable and then are employed
as inputs for the downscaled model. More details on k-means
clustering can be consulted from Hartigan and Wong (1979)
and Jin and Han (2016).
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2.3.3 MWE

In this study, we have utilized MWE as a substitute to repre-
sent themultiscale variations in the given time series (Agarwal
et al. 2016b). The wavelet coefficients generated from the
continuous wavelet transform analysis are utilized to obtain
the multiscale wavelet entropy coefficient using the Shannon
entropy measure given by

Swt xð Þ ¼ − ∑
n

i¼1
P xið Þln P xið Þð Þ ð7Þ

In Eq. (7), P(xi) is the probability distribution function to
describe the random behavior of the variable xwith a length of
n. The multiscale entropy Swt(x) represents the distribution of
the certainty of a given process at different scales. The lower
values of S indicate more information contained a higher pre-
dictable system. The value P(xi) is given by

P xið Þ ¼ E i; jð Þ
E jð Þ ¼ W i; jð Þj j2

∑ W i; jð Þj j2 ð8Þ

where E(i, j) represents the wavelet energy under time po-
sition i and timescale j and E(j) represents the total wavelet
energy of the time series under timescale j. For the given scale
a, the multiscale entropy can be calculated as Sang et al.
(2011)

Sa xð Þ ¼ − ∑
n

i¼1
P da;i
� �

ln P da;i
� �� � ð9Þ

In Eq. (9), Sa represents the entropy of the given process at
the timescale a, and da, i denotes the detailed coefficients of
the given process at scale a obtained using the wavelet trans-
form. More details about MWE are provided in Agarwal et al.
(2016a, 2016b). Figure 2 exemplifies the multiscale entropy

process with wavelet coefficients and entropy at different
scales using air temperature data.

The multiscale entropy signature is used as the basis to
generate homogeneous clusters using the k-means clustering
technique (Santos et al. 2016). Following this, we apply the
PCA method to each cluster in order to obtain the input var-
iables for the regression model. The input variables and ob-
served precipitation are transformed into the respective wave-
let sub-time series for three dyadic resolution levels using
discrete wavelet transform (DWT) (Sturm 2007). The process
consists of a number of successive filtering steps in which the
time series is decomposed into approximation (A) and detailed
sub-time series or wavelet components (D1, D2, D3, etc.).
Approximation components represent the slowly changing
coarse features of a time series and are obtained by correlating
the stretched version (i.e., low-frequency and high-scale) of a
wavelet with the original time series, while the detailed com-
ponents signify rapidly changing features of the time series
and are obtained by correlating the compressed wavelet (i.e.,
high-frequency and low-scale) with the original time series
(Maheswaran and Khosa 2012).

2.3.4 MLR

In essence, the MLR algorithm attempts to model the relation-
ship between the dimensionally reduced atmospheric predic-
tors and the target variable at the downscaled local site by
fitting a linear equation. Subsequently, the MLR model is
defined as (Draper and Smith 1981; Montgomery et al. 2012)

Y i ¼ β0 þ β1X 1;i þ β2X 2;i þ :::þ βpX p;i þ εi ð10Þ

In Eq. (10), Yi denotes the observed precipitation sub-time
series,X denotes the independent sub-time variablematriceswith

Fig. 2 Illustration of the multiscale entropy in air temperature data by means of a wavelet coefficients and b entropy values across the different scales
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p × n in size, β denotes the regression coefficient matrices with
(p + 1) × n in size, and εi denotes the residual between the obser-
vational and fitted values. The downscaled value of precipitation
is then reconstructed from the outputs of the MLR model by a
linear summation of the outputs of each sub-time series.

2.3.5 Extreme learning machine

The ELM is a suite of neural network algorithms in which
hidden neurons need not be tuned with the consideration of
neural network generalization theory, control theory, matrix
theory, and linear system theory (Huang 2015; Huang et al.
2004, 2006). Compared to ANN, the ELM shown better gen-
eralization performance and relatively faster learning speed
than the conventional feed forward network (Deo and Şahin
2016; Deo et al. 2016; Yin et al. 2017). The ELM is an im-
proved version of the ANN model with the input weight and
the hidden layer threshold randomly assigned and the output
layer weights directly calculated by the least square method
(Patil and Deka 2016). Thus, the whole learning process is
complete without iteration and achieves extremely fast learn-
ing speed (Abdullah et al. 2015; Gocic et al. 2016; Huang et
al. 2006).

Given n training samples Xi = [xi1, xi2,⋯, xin]
T, the output

function for SLFNs with L hidden nodes can be expressed as

f L xð Þ ¼ ∑
i¼L

i¼1
βihi xð Þ ð11Þ

where βi is the output weight of the ith hidden node. hi(x) is the
hidden layer output mapping of ELM, representing the ran-
domized hidden features of predictor Xi, and hi(x) is the ith
nonlinear piece-wise continuous hidden layer activation func-
tion, given as

hi xð Þ ¼ G ai; bi;Χð Þ ð12Þ
where ai and bi are two hidden neuron parameters. The
model’s approximation error is minimized when solving for
weights connecting the hidden and output layers (β) using a
least square method, and its objective function is given as

min
β∈RL�m

Hβ−Tk k2 ð13Þ

where H is the hidden layer output matrix

H ¼
g x1ð Þ
⋮

g xNð Þ

2
4

3
5

¼
g1 a1x1 þ b1ð Þ ⋯ gL aLx1 þ bLð Þ

⋮ ⋯ ⋮
g1 aNxN þ b1ð Þ ⋯ gL aLxN þ bL

� �
2
4

3
5 ð14Þ

T is the training target matrix

T ¼
tT1
⋮
tTN

2
4

3
5 ¼

t11
⋮
tN1

⋯

⋯

t1m
⋮
tNm

2
4

3
5 ð15Þ

2.3.6 Support vector regression

SVR is an algorithm of SVM usually used for solving the
problem of small training data and nonlinear and high-
dimensional pattern recognition (Vapnik 1995). The key of
SVR is the kernel function to map to high-dimensional space
and introducing the relaxation and penalty coefficients to cal-
ibrate the error between the kernel function and target data
(Hamidi et al. 2015). For a given training X, the input is first
mapped onto a high-dimensional feature space ϕ(x) (kernel
function), then a linear model is performed in these feature
spaces (Hamidi et al. 2015); the vector linear expression can
be as follows:

f xð Þ ¼ ω⋅ϕ xð Þ þ b ð16Þ

where ω is the weight vector, b is a constant, and ϕ(x) is a
mapping function set of nonlinear transformation. The coeffi-
cients ω and b can be estimated by trying to reduce the model
complexity by minimizing

Rreg fð Þ ¼ C
1

N
∑N

i¼1Lε f xið Þ; yið Þ þ 1

2
wk k2 ð17Þ

Lε f xð Þ−yð Þ ¼ j f xð Þ−yj−ε forj f xð Þ−yj≥ε
0 otherwise

�
ð18Þ

where bothC and ε are the parameters to be determined which
influence the generalization performance, and the quality of
estimation is measured by the loss function Lε(f(xi), yi)
which is called the ε-intensive loss function (Vapnik
1995).C 1

N ∑N
i¼1Lε f xið Þ; yið Þ denotes the empirical error. 1

2
wk k2 denotes the smoothness of the function. C evaluates

the trade-off between the empirical risk and the smoothness
of the model (Yin et al. 2017). A Lagrange multiplier and
optimality constraints are used, so the optimization problem
can be transformed into the dual problem (Duhan and Pandey
2015), given as

f xð Þ ¼ ∑l
i¼1 αi−α*

i

� �
k xi; xð Þ þ b ð19Þ

where αi and αi* are the introduced Lagrange multipliers and
k(xi,x) is the kernel function.
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2.4 Precipitation projection framework
and performance assessment

The flow chart for the downscaling precipitation framework is
shown in Fig. 3. In this study, based on the MRNBC and
MWE methods, we corrected the GCM variables by NCEP
reanalysis data and obtained inputs to downscaling precipita-
tion model. Then, we ran the SVR, ELM, and MLR models
with observed historical precipitation as target and compared
the downscaling performance levels of the historical precipi-
tation derived from different downscaling methods. Finally,
we applied the downscaling method to the upstream of the
Heihe River with future climate change scenarios to detect
the projected local-scale rainfall on future surface water avail-
ability and employed eight of CMIP5 Earth system models to
reduce the uncertainty in future climate simulations.

We employed the coefficient of correlation (R), mean ab-
solute error (MAE), root-mean-square error (RMSE), and the
Nash-Sutcliffe efficient (NSE) as estimation performance
evaluation matrices to assess the accuracy of historical precip-
itation simulation results (Chai and Draxler 2014; Nash and
Sutcliffe 1970). The correlation coefficient is given by

R ¼
∑N

i¼1 Po;i−Po;i

� �
Ps;i−Ps;i

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑N

i¼1 Po;i−Po;i

� �2
∑N

i¼1 Ps;i−Ps;i

� �2r ð20Þ

The RMSE is able to evaluate the goodness of fit relevant
to the peak value and more appropriate metric when the error
distribution is found to be Gaussian, whereas RMSE (due to
its squaring effects) should be used to assess the errors that are
not normally distributed. The RMSE value is given by

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N
∑N

i¼1 Ps;i−Po;i
� �2r

ð21Þ

The MAE is able to generate the performance index of
modeled precipitation and the distribution of the modeling er-
rors (Chai and Draxler 2014), and the MAE value is given by

MAE ¼ 1

N
∑N

i¼1j Ps;i−Po;i
� �j ð22Þ

The NSE is used to quantify how well a model simulation
can predict the outcome variable, and it is sensitive to extreme
values and might yield sub-optimal results when the dataset
contains large outliers in it, given as

NSE ¼ 1−
∑N

i¼1 Ps;i−Po;i
� �2

∑N
i¼1 Po;i−Po;i

� �2
2
64

3
75; ∞≤NSE≤1 ð23Þ

In the above equations, N is the number of input test sam-
ples; Po, i and Ps, i are the observed and modeled ith precipi-

tation, respectively; and Po;i and Ps;i are the average of the
observed and modeled precipitation, respectively. The better
the performance levels of simulation, the closer the R to 1,
MAE to 0, RMSE to 0, and NSE to 1.

3 Results and discussion

3.1 Bias correlation

Figure 4 presents the scatter plots of the mean, standard
deviation, lag-one correlation, and cross correlation sta-
tistics of the NCEP data and the raw and bias-corrected
BCC-CSM1-1M atmospheric variables at multiple (i.e.,
annual, seasonal, monthly) timescales. In this study, the
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number of iterations for recursive scheme of the correc-
tion procedure was set to 3 and a total of seven identi-
fied atmospheric variables had been taken from the
BCC-CSM1-1M models and compared in terms of the
results of the raw and corrected models with reanalysis
data as an example to illustrate the utility of the pro-
posed approach. The seven variables were the follow-
ing: Pr, Tas, Rhum, Hfls, Rlds, Uas, and Vas. As expected,
the MRNBC clearly shown improvements in the repre-
sentation of the statistic of each of the predictors com-
pared to the raw GCM simulation for the current cli-
mate, providing a good fit to all statistics (including

cross and lag-one cross dependence attributes) at all
analyzed timescales. However, there were some remain-
ing biases in the variance and persistence compared to
the mean correction, especially at annual and seasonal
timescales in the validation period, which is primarily
due to the complexity of multivariate connections ap-
plied among the inter-variable relationships.

To assess closely the implications of bias correction proce-
dure on the distribution, it is important to examine the empir-
ical distribution of reanalysis data and raw and corrected re-
sults of GCM at daily, monthly, seasonal, and annual time-
scales. In accordance with similar information conveyed by
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the large number of variable plots, we only selected precipita-
ble water to present the corrected results. The raw GCM data
exhibited significant biases compared to the reanalysis
data with the variable, the timescale, and the exceedance prob-
ability. After the bias correction procedure, the performance
levels of the corrected GCM data showed good correspon-
dence to the reanalysis data with similar distribution behavior
as stimulated in Fig. 5.

3.2 Modeling verification and comparison

In order to verify whether the MRNBC and MWE
methods can significantly increase the MLR model’s
accuracy, we integrated the two methods into four com-
bination methods by establishing the relation between
the precipitation and the corrected GCM output

atmospheric predictors with the training period of 1960
to 1990 and the validation period of 1991 to 2005.
Following this, we selected eight relatively high-spatial
resolution GCM model outputs to test the general appli-
cability and to reduce the uncertainty in the downscaled
results. Table 3 shows the results of the performance
criteria derived from a combination of MRNBC and
MWE for eight selected GCM outputs. It is clearly vis-
ible that the use of MWE procedure was able to in-
crease the accuracy of the MLR model simulations quite
significantly (i.e., with a larger value of NSE and small-
er values of RMSE/MAE compared to the performance
levels without using MWE) among the eight GCM out-
puts. By contrast, the MRNBC method did not exhibit
an apparent increase in the accuracy of the MLR model,
and in fact, the performance of some GCM models was
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worse than those without this procedure. For instance,
the performance levels of BCC-CSM1-1M and
HadGEM2-ES appeared to decrease as evidenced by a
lower value of NSE and larger values of RMSE/MAE
relative to the MRNBC method.

It is clearly visible that the use ofMWE procedure was able
to increase the accuracy of the MLR model simulations quite
significantly (i.e., with a larger value of NSE and smaller
values of RMSE/MAE compared to the performance levels
without using MWE) among the eight GCM outputs. By con-
trast, theMRNBCmethod did not exhibit an apparent increase
in the accuracy of the MLR model, and in fact, the

performance of some GCM models was worse than those
without this procedure. For instance, the performance levels
of BCC-CSM1-1M and HadGEM2-ES appeared to decrease
as evidenced by a lower value of NSE and larger values of
RMSE/MAE relative to the MRNBC method.

In light of the above evidence, we deduce that although
the MRNBC procedure can obviously correct the bias
existing between the NCER/NCEP reanalysis data and the
GCM model outputs, the performance levels of the down-
scaled models did not respond to these bias corrections. A
plausible reason for this is because the MRNBC method
generally aims to adjust the magnitude and distribution of
the GCM outputs and the corrections largely rely on the
reanalysis datasets. However, it should be noted that the
downscaling point was located in the high upstream where
the observation sites are sparse, so the reanalysis data itself is
likely to contain a certain degree of bias regarding real situ-
ation at that location.

In order to integrate a comparison of the simulation
performance of MLR, ELM, and SVR using and with-
out using MRNBC and MWE methods, we figured a
box plot of modeling performance levels for each model
under the eight given GCMs (Fig. 6). We can see that
using MRNBC and MWE methods can dramatically im-
prove the simulation performance of MLR, ELM, and
SVR, with increasing R and NSE values and decreasing
RMSE and MAE values, especially for MLR. It should
be noted that using the MRNBC and MWE can signif-
icantly decrease the predictive uncertainty that comes
from different GCMs because the MRNBC and MWE
correct the GCM bias on the target of NCER reanalysis
datasets, which means the different corrected GCMs
contained the same NCER reanalysis data information,
reflected by the simulation performance levels under the
given GCMs showing little variations, especially for
SVR. It indicates the MRNBC and MWE methods can
dramatically increase the simulation performance and
decrease the projection uncertainty.

Further, we compared the performance levels of the
MLR, SVR, and ELM by using the MRNBC and MWE
methods to confirm the satisfactory modeling performance
levels for forecasting the precipitation in the future.
Figure 7 shows the results of the performance criteria
derived from the three models for eight selected GCM
outputs. Generally, it is noteworthy that there are obvious
different performance levels between MLR and AI-based
models (ELM and SVR). For the eight GCM outputs, the
precipitation derived from the MLR revealed mediocre
performance with the R value below 0.9, NSE below
0.77, RMSE above 17 mm/month, and MAE above
11 mm/month. The downscaled precipitation results from
the SVR and ELM revealed relatively good performance
levels with the R values being greater than 0.90, NSE

Table 3 Performance of the combinations of multivariate recursive
nesting bias correction (MRNBC) and multiscale wavelet entropy
(MWE) in terms of the MLR simulation in the validation period

GCM MRNBC MWE R NSE RMSE MAE

ACCESS1-0 N N 0.83 0.48 22.43 16.43

N Y 0.89 0.75 17.82 12.41

Y N 0.83 0.60 22.44 16.25

Y Y 0.89 0.74 17.81 12.40

ACCESS1-3 N N 0.77 0.50 25.25 17.76

N Y 0.90 0.75 17.39 12.34

Y N 0.83 0.70 22.02 15.85

Y Y 0.90 0.76 17.48 12.03

BCC-CSM1-1M N N 0.90 0.75 17.39 12.34

N Y 0.89 0.75 17.97 12.34

Y N 0.85 0.54 21.26 15.08

Y Y 0.89 0.73 17.97 12.63

CNRM-CM5 N N 0.88 0.68 19.16 12.86

N Y 0.90 0.76 17.24 11.55

Y N 0.88 0.67 19.20 12.90

Y Y 0.90 0.76 17.27 11.57

HadGEM2-CC N N 0.86 0.60 20.70 15.09

N Y 0.90 0.76 17.48 11.85

Y N 0.87 0.63 20.06 14.64

Y Y 0.90 0.76 17.62 12.05

HadGEM2-ES N N 0.85 0.60 20.77 14.79

N Y 0.89 0.75 18.04 12.11

Y N 0.85 0.59 20.90 14.88

Y Y 0.89 0.74 18.07 12.13

MIROC5 N N 0.88 0.67 19.26 13.70

N Y 0.90 0.77 17.63 12.24

Y N 0.88 0.68 19.20 13.67

Y Y 0.90 0.77 17.67 12.28

MRI-CGCM3 N N 0.86 0.65 20.26 13.86

N Y 0.88 0.73 18.51 12.67

Y N 0.86 0.65 20.29 13.88

Y Y 0.88 0.73 18.53 12.68

N denotes without using the corresponding method; Y denotes using the
corresponding method
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values being greater than 0.8, and RMSE and MAE
values being lower than 18 mm/month and 12 mm/month,
respectively. Leaving the performance levels from the
SVR and ELM derived by the ACCESS1-0 and
ACCESS1-3 alone, the rest six GCMs forced SVR and

ELM downscaling precipitation registered much higher
performance levels than MLR.

Figure 8 describes a Taylor diagram depicting a joint
assessment of SVR, ELM, and MLR models for precipi-
tation simulation horizon. Note that the Taylor plot
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compares the simulations in respect to a reference, which
is the observed data (Taylor 2001; Taylor et al. 2016).
This summarizes graphically how closely the simulations
match the observations in terms of correlation, centered
root-mean-square difference, and the amplitude of variation
(represented by standard deviation), as a useful measure in
evaluating multiple aspects of models and gauging the
relative skill of many different models. There is no doubt
that the SVR model is located much closer to the ob-
served reference point, but at the same time, it occupies
a larger correlation value with a smaller centered root-
mean-square difference and closer standard deviation to
the reference. However, the MLR model lies much farther
to the line representing the centered root-mean-square dif-
ference, while the standard deviation of the MLR model
remains modestly farther than both the SVR and ELM
models to reference. Thus, we can conclude that the AI-

based data-driven models show more accuracy of down-
scaling precipitation than MRL, which is mainly due to
the nonlinearity relationship between atmospheric predic-
tors and precipitation.

When the ELM and SVR model performance levels
were compared, the results showed that GCM model
outputs from the SVR-based calculations were better
than those in respect to the ELM-based calculations,
with higher NSE and R values and lower RMSE values
(Fig. 7), and the SVR is located closer to the standard
deviation line of reference point in the Taylor diagram
(Fig. 8). This indicates the SVR model had a better
performance compared to the ELM model when applied
for downscaling the precipitation data for the mountain-
ous inland watershed region in Northwest China.

Figure 9 reveals the GCM-driven monthly distribu-
tion of the precipitation downscaled by the SVR and
ELM using MRNBC and MWE methods with 75% pre-
dictive uncertainty and compared with the observation.
There is distinctly larger uncertainty for the ELM
modeling results than SVR, especially during the spring
and summer from the May to August. The average pre-
cipitation driven by eight GCMs showed consistency to
the observational precipitation across the annual time-
scale, while the precipitation in July calculated by
ELM was underestimated more than that by SVR, when
compared to observation. It again strengthened the much
more good performance of SVR than ELM in dealing
with the future precipitation downscaling.

Existing methods try to project future precipitation as ac-
curately as possible. For example, Sehgal et al. (2018) applied
the MWE and ANN methods to improve the precipitation
projection in the Krishna Basin. Comparing the performance
of their work, our study presents more precision with R2

around 0.9. Due to the only one GCM selected in their work,
in our study, we selected eight relatively high-resolution
GCMs and applied the MRNBC to reduce the uncertainty
from the different GCMs. The results of our study show

Fig. 8 Taylor diagram of the comparison of MLR, ELM, and SVM
performance with an ensemble of GCMs
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more robustness and plausibility. Sarhadi et al. (2017) tried the
supervised PCA and SVRmethods to project precipitation for
15 GCMs with the maximum NSE of 0.78, which is far below
than that in our study by applying MRNBC, MWE, and SVR
with the average NSE of 0.9. It indicates our downscaling
framework is more precise than the existing methods in terms
of simulation performance.

3.3 Future precipitation forecasts

We applied the SVR and ELM by using MRNBC and MWE
methods to project future precipitation acquired from the eight
GCM outputs. Figure 10 shows the variation in precipitation
variations from 1961 to 2100 averaged over the eight GCM-
derived series for two models under the RCP4.5 and RCP8.5
warming scenarios. Evidently, there is a significant degree of
variation in the future precipitation projections under the two
warming scenarios. The precipitation variation under the
RCP4.5 was relatively moderate when compared with the
RCP8.5 scenario. Compared to RCP4.5, the RCP8.5 scenario
revealed more obvious rising in precipitation in the future. In
the near term (2010–2040), the precipitation under the two
scenarios is equivalent with the value of 590 mm, while at

the end of the twenty-first century, the projected precipitation
under the RCP4.5 scenario tends to be stable while the
projected precipitation under the RCP8.5 scenario continues
to increase with a larger degree of uncertainty. The precipita-
tion in the long term (2050–2100) is 710 mm under RCP8.5
and 630 mm under RCP4.5. This implies that the future pre-
cipitation variation under the RCP8.5 scenario is more signif-
icant than that under the RCP4.5 scenario in the present study.
The above analysis therefore indicates that the precipitation
variation and uncertainties involved generally an increasewith
an increase in radiative forcing implemented in the RCP8.5
scenario.

In order to compare the relative change in the historical
precipitation, we have taken the sub-period 1961 to 2005 as
the baseline to incorporate the contribution of climate change
to the future precipitation. From Fig. 11, we can see the in-
creasing precipitation in all time periods and scenarios when
compared to the historical period. The precipitation in the
2020–2050 increases by 15% under the RCP4.5 scenario
and by 19% under the RCP8.5 scenario. For the long-term
period 2060–2090, the precipitation projections show increas-
ing trends compared to the historical period. Notably, the in-
crease in precipitation under the RCP8.5 scenario is more
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apparent than that under the RCP4.5 scenario, with an average
of about 33% vs. 21%.

Figure 12 shows the estimated monthly slopes of the trend
generated from the eight GCM-derived projection precipita-
tions under different periods and warming scenarios. It is ev-
ident that the slope trends in all months during the whole
periods under both scenarios are increasing, and a more ap-
parent increase occurred from April to June and from
September to October with rates over 2 mm/10a in the near
term of RCP4.5 and the whole period of RCP8.5. The precip-
itation in winter and summer (July to August) appeared to
increase slightly with rates below 1 mm/10a under all periods
and scenarios; thus, we can conclude the future precipitation
increase is mainly contributed by the fast rising precipitation
in spring and autumn.

4 Conclusion

This study has documented the performance of multivariate
recursive nesting bias correction (MRNBC) and multiscale
wavelet entropy (MWE) applied to remove the discrepancy
between the predictors in the simulated GCM and the NCEP
reanalysis data and improve the projected future

precipitation accuracy of MLR, SVR, and ELM simulations
in the upstream of the Heihe River. A total of eight relatively
high-spatial resolution GCM outputs from the CMIP5
ESMs were employed to downscale for the historical
1960–2005 and the future period (2010–2100) under the
RCP4.5 and RCP8.5 scenarios. The following conclusions
can be drawn:

The combination of MRNBC and MWE methods can
dramatically increase the simulation performance and re-
duce the projection-predictive uncertainty from different
GCMs. Verified by statistical score metrics applied for eval-
uation of the results, the developed method appears to be an
important statistical tool in the correction of the bias be-
tween the GCM output and the reanalysis data. By applica-
tion of MRL, SVR, and ELM models, the AI-based data-
driven methods were found to be efficient for capturing and
incorporating physical processes in climatic variables that
occur at multiple scales, leading to significant improvements
in the predictive performance accuracy of the precipitation
projections.

The eight GCM outputs showed a good level of agreement
in projecting the future precipitation under the two warming
scenarios. The projected precipitation under RCP8.5 appeared
to exhibit the significantly increasing trend relative to the

1 2 3 4 5 6 7 8 9 10 11 12

-0.3

-0.2

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

RCP8.5 2020-2050

 75% PPU      Averaged

P
r
e
c
ip

it
a
ti
o
n
 C

h
a
n
g
e
 (

m
m

/a
)

RCP4.5 2020-2050

1 2 3 4 5 6 7 8 9 10 11 12

-0.3

-0.2

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

P
r
e
c
ip

it
a
ti
o
n
 C

h
a
n
g
e
 (

m
m

/a
)

1 2 3 4 5 6 7 8 9 10 11 12

-0.3

-0.2

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

RCP4.5 2060-2090

P
r
e
c
ip

it
a
ti
o
n
 C

h
a
n
g
e
 (

m
m

/a
)

1 2 3 4 5 6 7 8 9 10 11 12

-0.3

-0.2

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
RCP8.5 2060-2090

P
r
e
c
ip

it
a
ti
o
n
 C

h
a
n
g
e
 (

m
m

/a
)
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RCP4.5 scenario. In the future, the precipitation will experi-
ence an increase by 15–19% from 2020 to 2050 and by 21–
33% from 2060 to 2090, compared to the precipitation in
1961–2005.
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